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Animals, including humans, survive in stochastic and dynamic environment
by learning to select an appropriate action, which lead to maximizing getting
future reward. Investigating mneural mechanisms of reward-based
decision-making is important for understanding not only our normal
behavior but also deficit of decision making such as addiction. Striatum,
which is an input nucleus of basal ganglia, are projected by midbrain
dopamine neuron that convey reward prediction error signal and receives
excitatory input from various cortical region. A computational model of basal
ganglia have been proposed as a reinforcement learning model, in which the
animal select an action based on action-specific reward-prediction, “action
value”, which could be represented in the striatum. To test the hypothesis,
we recorded striatum projection neuronal activity while the monkey
performing a gambling task, in which the monkey choice determine
probability of reward delivery. We found that the majority of striatum
activity represents action-specific reward probability whereas small number
of neurons represents action itself or action-nonspecific reward prediction
(Samejima et al 2005). The result supports the reinforcement learning of
basal ganglia. I would like to introduce recent our project to find more
general “cognitive selection value” by using fMRI (functional magnetic
resonance imaging) with human subject and electrophysiological recording
with monkey subject. In this seminar, I would like to discuss about merit and
limit of combining approach of computational model, which gives theoretical

prediction, and experimental neuroscience.



